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Abstract

Vision-language tracking aims to locate the target object
in the video sequence using a template patch and a lan-
guage description provided in the initial frame. To achieve
robust tracking, especially in complex long-term scenarios
that reflect real-world conditions as recently highlighted by
MGIT, it is essential not only to characterize the target fea-
tures but also to utilize the context features related to the
target.

tinuously guide Vision-Language Trackers (VLTs). Further-

more, for the text prompts with diverse expressions, Bl

CatingNteNnlisanonNofNextalieues: In this work, we

present a novel tracker named ATCTrack, which can ob-
tain multimodal cues Aligned with the dynamic target states
through comprehensive Target-Context feature modeling,
thereby achieving robust tracking. Specifically, (1) for the
visual modality, we propose an effective temporal visual
target-context modeling approach that provides the tracker

with timely visual cues. (2) Eoililichiexiualiodaliimmme

WewEds. (3) We conduct extensive experiments on main-
stream benchmarks and ATCTrack achieves a new SOTA
performance. The code and models will be released at:
https://github.com/XiaokunFeng/ATCTrack.
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Figure 1. (a) Limitations of initially given prompts (i.e., the tem-
plate patch and language description). Despite containing certain
multimodal target-context cues, these static initial prompts are in-
tractable for continuously guiding the tracker in dynamic tracking
sequences. Particularly, the objects corresponding to the target-
related text and context-related text can be ambiguous, which may
mislead the tracker. (b) Our key insights lie in providing mul-
timodal target-context cues aligned with the dynamic target
states. For the visual modality, we model timely visual target-
context features to adapt to dynamic changes. For the textual
modality, we achieve precise awareness of target words and miti-
gate the potential misleading effects of context words.

1. Introduction

Given a template patch and a language description in the ini-
tial frame, Vision-Language Tracking (VLT) task [49] aims
to locate a user-defined object in a video sequence. Har-
nessing the complementary advantages of multiple modal-
ities [40], recent studies, exemplified by MGIT [33], seek
to explore the performance of Vision-Language Trackers
(VLTs) in complex long-term sequences. These scenar-
ios, encompassing multifaceted spatiotemporal and causal
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然而，从初始提示中提取的视觉与文本目标-上下文线索通常仅与初始目标状态保持一致。由于目标状态的动态特性，其状态会持续变化，尤其在复杂的长期序列中更为显著。这些线索难以持续引导视觉-语言追踪器（VLTs）进行有效跟踪。
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relationships, more accurately reflect real-world conditions
while posing new challenges for tracker design.

To achieve robust tracking within these environments,
we first need to utilize the provided visual and textual cues
to characterize the target feature [48]. As shown in Fig. |
(a), the appearance of the target in the template image
and the target-related text (e.g., target class, appearance at-
tributes) in the language description offer basic reference
information for tracking. However, complex long-term sce-
narios are more commonly accompanied by challenges such
as occlusion and similar object distractions [35, 92], making
it insufficient to rely solely on these target cues. It is also es-
sential to model the context feature of the target [65, 81].
Specifically, the visual content surrounding the target and
context-related text (e.g., other reference objects) contribute
to more robust tracking. Therefore, the target and context
features collectively depict the target states, and efficiently
representing and leveraging target-context features is cru-
cial for handling complex long-term scenarios.

Considering that the initially given prompts carry certain
multimodal target-context information, most existing VLT,
e.g., VLT [30] and JointNLT [98], rely entirely on them
for tracking. For the visual template image cropped from
the first frame, its cropping region is determined by enlarg-
ing the target’s bounding box, thus including some context
features [93]. For the textual description, the full sentence
is utilized as a whole. Although achieving some effective-
ness, they overlook the inherent dynamic nature of the tar-
get states. In complex long-term scenarios, target states of-
ten undergo significant changes. As shown in Fig. 1 (a),
the subsequent target states gradually deviate from the ini-
tially given prompts. This misalignment makes the latter
intractable for continuously guiding the tracker. Further-
more, for the text prompts, the object corresponding to the
target-related text and context-related text can be ambigu-
ous, which may significantly mislead the tracker [33, 44].

Recently, some VLTs, e.g., QueryNLT [65] and TTC-
Track [58], attempt to handle different word components
of the text prompts specifically, giving sufficient atten-
tion to target words and alleviating interference from con-
text words. Although well-motivated, these efforts re-
quire trackers to automatically distinguish target and con-
text words through visual-textual feature similarity. Due to
the lack of supervision information and the diverse nature
of textual expressions, we find that this method does not
yield satisfactory results. For an intuitive understanding,
Fig. 2 (b) and (c) illustrate cases of correct and incorrect
awareness of the target words using this method (see Ap-
pendix B.1 for implementation details). Additionally, Fig. 2
(a) presents the quantitative evaluation (see Appendix B.2)
results, showing that the classification accuracy for target
words achieved by this method is only 29.9%.

To address the above issues, we propose a novel tracker

ing. Our key insights are illustrated in Fig. 1 (b). For
the visual modality, we design an effective temporal vi-
sual target-context modeling approach to provide the tracker
with timely visual cues. Specifically, we explicitly construct
a target-context spatial distribution map and integrate it into
the updated temporal memory.

(i.e., MGIT [33], TNL2K [76] and LaSOT ., [20]). Impres-
sively, ATCTrack-B improves over the existing best results
by 6.4%, 4.3% and 3.5% in precision, respectively. Our
contributions are as follows:

‘We propose a novel tracker named ATCTrack, which can
obtain multimodal cues aligned with the dynamic target
states through comprehensive target-context feature mod-
eling. Compared to the limitations of initial prompts,
which typically only align with the initial target state,
these aligned cues can guide tracking more robustly.

For the visual modality, ATCTrack effectively models
temporal visual target-context features to capture timely
visual cues. For the textual modality, ATCTrack achieves
precise awareness of target words and mitigates the po-
tential misleading effects of context words.

‘We conduct extensive experiments on mainstream bench-
marks and ATCTrack achieves a new SOTA performance.

2. Related Works

2.1. Traditional Vision-Language Tracking
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在文本模态方面，我们首次提出了一种仅基于文本内容的精确目标词识别方法。直观而言，即使不依赖视频数据，我们也能纯粹从文本中识别目标词。例如，我们可以确定图1(a)中文本提示的目标词是"篮球运动员、黄色"。相较于现有依赖文本词汇与视觉目标间细粒度对齐的方法[58,65]，我们的方案简化了任务流程，并实现了96.7%的惊人目标词分类准确率（图2）。鉴于现有基准数据集[19,33,49,76]缺乏句子成分标签，我们通过利用现成的大型语言模型(LLMs)[2,70]构建了自动化目标词标注流程，为模型训练提供监督标签。更进一步地，依托精准识别的目标词，我们创新性地设计了上下文词汇校准机制，以缓解上下文线索可能产生的误导性影响。
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然而，在复杂的长期场景中，遮挡和相似物体干扰等挑战更为常见[35, 92]，这使得仅依赖这些目标线索显得不足。对目标上下文特征进行建模同样至关重要[65, 81]。
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对于从首帧裁剪出的视觉模板图像，其裁剪区域是通过放大目标边界框来确定的，从而包含部分上下文特征[93]。至于文本描述，则是将完整句子作为一个整体使用。虽然取得了一定效果，但这些方法忽略了目标状态固有的动态特性。
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Figure 2. (a) Comparison of the existing vision-text similarity-based method and ours in terms of target words classification accuracy.
(b-c) Attention distribution maps for the target words during tracking using the existing method. In case (b), the model focuses on the word
that corresponds to the tracking target, i.e., ‘plane,” indicating that the tracker correctly understands the intent embedded in the text prompt,
thereby effectively utilizing textual cues. In case (c), the model’s focus is on the words ‘the light,” which does not match the tracking target
‘yellow people,” potentially leading to misguidance in the tracking process. Better viewed in color with zoom-in.

[49]. Many early efforts treat initial prompts as core ref-
erence information, utilizing the multimodal target-context
cues they contain to guide tracking. Among them, SNLT
[23] employs a general language region proposal network to
achieve the interaction between multimodal cues and search
features, and then uses an aggregation module to integrate
multi-scale feature information. To enhance the tracker’s
ability to align visual and textual modalities, both All-in-
One [87] and UVLTrack [56] design specialized contrastive
losses [68] to improve the model’s multimodal understand-
ing capability. While these VLTs achieve some success,
they overly rely on static initial cues and overlook the dy-
namic nature of the target and its context. This poses a chal-
lenge for maintaining robust tracking when the target states
deviate from the initial cues [25].

2.2. Object-Context Modeling in Tracking

To accommodate the dynamic changes of target states,
many trackers attempt to utilize temporal features [88, 95,
96] to obtain updated target-context cues. For the visual
modality, GTI [85] integrates tracking and grounding tasks,
replacing the template with updated grounding results. To
support longer and denser temporal modeling, some track-
ers store multiple-step visual temporal features as additional
memory. A representative approach involves using Rol fea-
tures [62] based on predicted bboxes as memory units, e.g.,
JointNLT [98] and TrDiMP [73]. Given that this localized
cropping method can only capture limited visual context in-
formation, we represent the global target distribution map
and use it to construct temporal visual target-context cues.
In addition to visual modality, recent trackers focus
on the unique VLT challenges of misalignment between
static textual cues and dynamic target states. MemVLT
[25], inspired by prompt learning [1, 42, 97], compresses
dynamic target features into a small set of tokens and
uses them to implicitly modulate static multimodal cues.
To more explicitly leverage multimodal cues, QueryNLT
[65] approaches the problem from a target-context per-
spective, aiming to obtain accurate cues through mutual

modulation between dynamic visual features and textual
cues. Although QueryNLT shares similar motivations with
our work, its key modulation process requires fine-grained
alignment between visual targets and textual words in VLTs
[89]. As shown in Fig. 2 (a), we conduct a quantitative eval-
uation and find that this method fails to effectively identify
target and context words. In contrast, we design a accurate
target words awareness method directly based on textual
content and introduce an effective calibration mechanism
to mitigate the misleading effects of context words.

3. Methodology

The framework of ATCTrack is depicted in Fig. 3. Given
multimodal cues and the search image, the Text Encoder
and Vision Encoder first encode them into specific fea-
ture spaces. Then, the Textual Target-Context Guidance
Module and Visual Target-Context Guidance Module se-
quentially model comprehensive textual and visual target-
context features aligned with the dynamic search target, and
embed them into the search features. During this process,
the Memory Storage Module (MSM) provides stored vi-
sual memory features and saves the updated memory infor-
mation. Finally, the Prediction Head is used to obtain the
tracking result based on embedded search features. In the
following sections, we will introduce each module in detail.

3.1. Input Encoder

Vision encoder. At time step ¢, our visual input consists
of a search image x; € R3*H=*Ws  an initial template
patch zp € R3*H=xW= "and a dynamic template patch z; €
R3*H=xW= ypdated based on the tracking results [72, 83].
We adopt the one-stream network encoding paradigm [86],
which has been widely used by recent mainstream trackers
[32, 94, 98]. Specifically, x;, 29, and z; are first projected
into token embeddings. Furthermore, inspired by MemVLT
[25], we introduce a learnable [CLS] token to capture global
visual semantic features [17]. This token is concatenated
with template-search tokens and fed into transformer lay-
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Figure 3. (a) Framework of our proposed ATCTrack. Given the language description and template patches as references, ATCTrack
locates the target in the search image at time ¢. The input is first encoded using Text and Vision Encoders. Subsequently, the Textual
and Visual Target-Context Guidance Modules sequentially embed the aligned textual and visual cues into the search features. During this
process, the Memory Storage Module (MSM) provides previously stored memory information (up to ¢ — 1) and saves updated memory
information. Then, the Prediction Head generates the final tracking results based on the embedded search features. (b-c) Specific model
structures for context words calibration and visual memory representation.

ers for feature extraction and relational modeling. Finally,
we obtain the encoded search feature fi € R=*P tem-
plate feature f, € RY=*D corresponding to two template
images, and the aggregated [CLS] token f[tc] € R1xP,

Text encoder. We utilize RoBERTa [17, 52], a classic pre-
trained model, as our text encoder. Specifically, for a given
sentence, we tokenize it into a sequence of text tokens. The
token sequences then are fed into the transformer layers to
extract the text embedding feature fr, € RV *P,

3.2. Textual Target-Context Guidance Module

To fully leverage textual cues, the key insight of this module
is to carefully modulate the initial text prompt to adequately
focus on the target words and mitigate the potential mis-
leading effects of context words. As shown in Fig. 3, we
first explicitly identify the target words from the text con-
tent. Then, we design a context words calibration mecha-
nism that leverages the identified target words and the visual
memory features provided by the Memory Storage Module
(MSM) to effectively utilize context words. Finally, we in-
tegrate the modulated text features with the search features
to achieve the guidance of the textual cues.

Target words awareness. Compared to context words,
the information in target words is usually constant and can
serve as consistent cues for tracking. However, the di-
verse nature of textual expressions makes accurately iden-
tifying target words challenging. Existing VLTs, such as
QueryNLT [65] and TTCTrack [58], attempt to distinguish
them based on vision-text similarity. This requirement for
fine-grained multimodal alignment increases the learning

difficulty. Intuitively, we can identify the target words
solely based on the text content. Therefore, we simplify
the identification of target words into a multi-label binary
classification task, determining whether each word in the
sentence belongs to the target words.

Considering the lack of relevant label in existing bench-
marks [19, 33, 49, 76], we design specific prompts and
leverage the powerful text comprehension capabilities of
LLMs [2, 70] to construct an automated and reliable tar-
get words annotation pipeline. Due to space constraints,
the detailed construction process is described in Appendix
A. Leveraging this tailored target words labeling informa-
tion, we find that accurate target words awareness can be
achieved using a lightweight multilayer perceptron built
upon the initial text features fr,.

pr = MLP(fL), (1)

where pr € [0, 1]1*! denotes the probability of each text
token being a target word. By weighting fr with pp, we
obtain the target words feature fr € RN *D,

Context words calibration. The alignment between con-
text words and target states determines whether they guide
or mislead the tracker. An intuitive way to determine the
timing for utilizing context words is to assess them based on
the dynamic evolution of the target states [25, 65]. There-
fore, this modeling process requires the temporal memory
features stored by the MSM, which represent the latest vi-
sual target-context information (details will be described
later). Additionally, since context information depends on
the target’s location, accurately perceiving the target fea-
tures helps to capture precise context information [4, 9].
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Based on these insights, the core of our context words cal-
ibration mechanism is to first enhance the target features’
representation by integrating identified target words and vi-
sual temporal features. These enhanced features are then
used to modulate the initial text features to adaptively uti-
lize the context words.

At the current time ¢, the MSM stores L,,, memory units
up to time step ¢t — 1, denoted as M‘~1 = {mz}lL:1 As
shown in Fig. 3 (b), we first enhance the target feature rep-
resentation by leveraging the complementarity between the
visual memory features M*~! and the textual target words
frr. Specifically, we concatenate the two features:

foar = [for; M. ()

Where [;] denotes concatenation along the first dimension,
and M!=! € RI=*P is the concatenation of elements
in M*~!. Considering the transformer layers’ exceptional
ability in modeling feature interactions, we apply the vanilla
transformer attention operation [71] to fras:

fomr = Norm(fom + @oa(fom, fom))- 3)

Here, ®c4(+,-) denotes the cross-attention operation,
where the first element serves as the query () and the sec-
ond element is used to obtain the key K and value V' [71].
Norm represents the layer normalization operation.

With the enhancement of target features, the surrounding
context information is also indirectly perceived more accu-
rately. Therefore, we use fr, 5/ to modulate the initial static
text fr, allowing for adaptive calibration of the context
words. Through the following attention operation, we ob-
tain the meticulously calibrated text features f7, € RN *D:

for = Norm(fr + ®ca(fr, fom)). €]

Textual cues guidance. Inspired by recent generation
models [18, 38, 55] that concatenate various types of text
features for utilization, we treat the initial text and the cal-
ibrated text as two different types and concatenate them to
obtain the comprehensive text feature fro = [fr; fr/]-
Then, we employ transformer-based cross-attention op-
erations and residual multiplication [94] to obtain the visual
search features f%; € RV=*D embedded with textual cues.

3.3. Visual Target-Context Guidance Module

As shown in Fig. 3, this module consists of two core pro-
cesses: visual memory representation and guidance, aim-
ing to model and leverage dynamic visual target-context
memories aligned with the target states. Compared with the
sparse dynamic template [82], visual memories can provide
denser temporal features. These two mechanisms jointly
offer comprehensive temporal information for the tracker.
For visual memory representation, we explicitly construct

the target-context distribution map and model the memory
features at different time steps. Subsequently, we embed
the memory cues stored across multiple time steps into the
search features, thereby guiding the tracking process.

Visual memory representation. For the [CLS] token
f[tc] encoded by the vision encoder, since it participates
in the entire feature integration process of visual informa-
tion, it serves as a suitable global visual feature represen-
tation [17, 25, 88]. Thus, an intuitive approach is to treat
f[tc] as the memory representation at the current time step.
However, since the vision encoder is part of the model’s
early feature modeling stage [86], the precise target loca-
tion may not have been sufficiently perceived, meaning that
f[tc] lacks explicit awareness of the target-context distribu-
tion information. Therefore, we attempt to explicitly con-
struct the target-context distribution heatmap and embed it
into f tc to obtain our visual memory.

Specifically, we construct the target-context distribution
heatmap by calculating the similarity between the encoded
search feature f% and the template features [, [86]:

ht = (f% - (f2)")-mean(dim = 1). (5)

Since the f% are centered on the target, h* € RYV=*! reflects
the probability of each search token belonging to the target
(i.e., not being part of the context). The heatmaps in Fig. 3
(c) are obtained by reshaping ! into a two-dimensional im-
age space, demonstrating its high interpretability in indicat-
ing the spatial distribution of the target-context.

Next, ht is embedded into f[tc] to construct the current
memory unit m?. To provide richer target-context dynamic
information when constructing m?, we introduce the histor-
ical memory M*~! stored in MSM up to step t—1. Note that
the L,, memory units in M are obtained through iterative
storage of m! at different time steps. Assuming M*~! has
been obtained, we will elaborate on the generation process
of each memory unit in the following, while the updating
mechanism of M will be presented in Sec. 3.4.

For implementation, we employ the vanilla cross-
attention mechanism [71]. In particular, we concatenate the
features of f[tc] and M!~' to obtain fiojas as the query,

while using the h'-weighted f! as both key and value:
fieyr = Norm(fieyn + @ea(fiopus bt © f%)),  (6)

fieyu = Norm( fieymr + FEN (fiepur))- (7
Where © represents the Hadamard product, and FF'N de-
notes the feed-forward network. Based on the concatenation
index, we extract the feature corresponding to f[tc] from
Jicjm and utilize it as the memory unit m? for the cur-
rent time step. This establishes our memory unit generation
mechanism. The generated m! is then stored in the MSM
for subsequent time step computations (see Sec. 3.4).
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受近期将各类文本特征串联使用的生成模型[18,38,55]启发，我们将初始文本与校准文本视为两种不同类型进行拼接，从而获得综合文本特征fLC = [fL; fL′ ]。随后，我们采用基于Transformer的交叉注意力机制与残差乘法运算[94]，获取嵌入文本线索的视觉搜索特征fXL t ∈ R Nx×D。
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Method MGIT (Action) TNL2K LaSOT LaSOT,,¢
AUC  Pnom P AUC  Pnom P AUC  Pnom P AUC  Pnom P
Basic Variants
JointNLT [98] 61.0 786 445 | 569 73,6 58.1 | 604 694 63.6 - - -
DecoupleTNL [54] - - - 56.7 - 56.0 | 71.2 - 75.3 - - -
All-in-One [87] - - - 55.3 - 572 | 71.7 824 785 | 545 635 -
MMTrack [94] - - - 58.6 752 594 | 70.0 823 757 | 494 599 553
QueryNLT [65] - - - 569 736 58.1 | 599 69.6 635 - - -
OneTracker [32] - - - 58.0 - 59.1 | 705 799 765 - - -
UVLTrack-B [56] - - - 62.7 - 654 | 69.4 - 749 | 49.2 - 55.8
CTVLT [24] 69.2 - 629 | 62.2 - 795 | 72.3 - 79.7 - - -
ChatTracker-B [67] - - - 59.6 763 62.1 | 71.7 809 775 - - -
MemVLT [25] 694 813 63.7| 633 809 674 | 729 857 805 | 52.1 633 59.8
SUTrack-B224 [14] - - - 65.0 - 679 | 73.2 834 805 | 53.1 642 60.5
SUTrack-B384 [14] - - - 65.6 - 693 | 744 839 819 | 529 63.6 60.1
ATCTrack-B ‘ 737 845 70.1 | 67.5 853 73.6 | 746 87.0 82.1 | 546 657 628
Performance-oriented Variants
ChatTracker-L [67] - - - 654 765 70.2 | 74.1 83.8 81.2 - - -
UVLTrack-L [56] - - - 64.8 - 68.8 | 71.3 - 78.3 | 51.2 - 59.0
SUTrack-1.224 [14] - - - 66.7 - 703 | 73.5 833 809 | 540 653 61.7
SUTrack-1.384 [14] - - - 67.9 - 72.1 | 752 849 832 | 536 642 60.5
ATCTrack-L ‘ 74.0 86.5 76.1 | 68.6 858 75.0 ‘ 7477  87.1 823 ‘ 554 66.8 64.0

Table 1. Comparison with state-of-the-art trackers on four popular benchmarks: MGIT [33], TNL2K [76], LaSOT [19], and LaSOT .+
[20]. The best two results are highlighted in red and blue, respectively.

Visual memory guidance. For the m? that incorporates
both current and historical target-context feature informa-
tion, we adopt parameter-free attention operations [80] to
facilitate its interaction with the search feature f% :

fyr- (mt)T

VD

Here, fh € RN=*D denotes the search feature that incor-
porates both textual and visual memory cues, which is sub-
sequently fed into the prediction head.

t
R =

softmax( )-mt,

®)

3.4. Memory Storage Module

As previously mentioned, this module provides the tracker
(at t) with stored memory features M*~! (up to ¢t — 1).
Meanwhile, it stores the newly generated memory unit
m? for guiding the tracking process at the next time step
(t + 1). The L,, memory units in M are initialized with
fOC from the first frame and updated using a simple yet
widely adopted sliding window approach [7, 80]. For fur-
ther details, please refer to Appendix C.2.

3.5. Prediction Head and Loss

Based on the search feature f which integrates multi-
modal cues, we utilize a classic CNN-based prediction head
[80, 86] to obtain the final bounding box. We employ the fo-
calloss L5 [41], Ly loss, and the generalized IoU loss L;,,,

Loy = Lejs +2 X Ligy +5 X Ly + Lo+ 0.2 X Lpge. (9)

4. Experiments

4.1. Implementation Details

[ERNESIGuRNiSioAIecedell To balance performance and

computational efficiency, we develop two model variants:
ATCTrack-B and ATCTrack-L, initialized with Fast-iTPN-
B and Fast-iTPN-L [69] respectively, with token dimen-
sions D of 512 and 768. The template patches and search
images are sized at 128 x 128 and 256 x 256, respectively.
Additionally, the default length of MSM is set to four, and
the dynamic template update strategy follows the STARK
[82]. Our tracker is trained on a server with four A5000
GPUs and tested on an RTX-3090 GPU. The tracking speed
of ATCTrack-B/L is 35/30 FPS. For a comparison of our
model with mainstream VLTs in terms of parameters and
speed, please refer to Appendix F.1.

We train our model using the training splits from La-
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SOT [19], TNL2K [76], RefCOCOg [57], OTB99-Lang
[49], VastTrack [61], GOT-10k [36], and TrackingNet [60].
For GOT-10k [36] and TrackingNet [60] that lack text an-
notations, we follow the All-in-One’s strategy [87] by treat-
ing class names as pseudo language labels. Each training
sample comprises a text description, two template patches,
and four search frames from the same video sequence. Our
tracker performs iterative training by sequentially selecting
search images. The network parameters are optimized us-
ing AdamW optimizer [53] for 150 epochs, with each epoch
containing 20,000 randomly sampled instances.

4.2. Comparison with State-of-the-arts

MGIT. MGIT is a latest VLT benchmark specifically tai-
lored for the complex long-term scenarios. Each sequence
contains challenging spatio-temporal causal relationships
and is annotated with text prompts at three levels of granu-
larity [26, 33, 34, 45-47]. As shown in Tab. 1, ATCTrack
demonstrates superior performance at the representative ac-
tion granularity. Particularly, ATCTrack-B surpassing the
SOTA tracker MemVLT [25] by 4.3%, 3.2%, and 6.4% in
area under the curve (AUC), normalized precision (Pnorm),
and precision score (P), respectively. Unlike MemVLT’s
implicit modulation of static multimodal cues, ATCTrack
explicitly adapts these cues from a target-context perspec-
tive. These results validate our approach’s effectiveness in
handling complex long-term scenarios.

TNL2K. TNL2K is also designed for the VLT task, and the
introduction of attributes such as “adversarial samples” and
“modality switch” significantly adds to the challenges [76].
As shown in Tab. 1, ATCTrack-L outperforms the recent
ChatTracker-L by 4.8% in P. Compared to ChatTracker em-
ploys multimodal large language models to generate high-
quality text annotations for addressing static text limita-
tions, our textual target-context guidance module achieves
superior performance with fewer network parameters.
LaSOT & LaSOT.,;. They are extensions of traditional
visual tracking benchmarks [19, 79] by adding text labels,
focusing on long-term tracking challenges. Furthermore,
LaSOT.,; also includes many similar distractors, further
complicating the tracking task. As shown in Tab. 1, ex-
cept for marginally lower AUC and P scores compared
to SUTrack-L384, which utilizes larger image resolution
and more training datasets, ATCTrack demonstrates highly
competitive performance across all other metrics. The out-
standing performance across multiple benchmarks further
reflects ATCTrack’s strong generalization capability.
Qualitative comparison. As shown in Fig. 4, we present
the tracking results of ATCTrack-B and two existing SOTA
VLTs[25, 56] on four challenging sequences. In these cases,
the appearance of the target undergoes significant changes
[27, 51], and the language descriptions contain context
words that may lead to ambiguity. It is evident that our

(a) Language description: “the yellow people who is looking at the light ”
00 0 [

R . % 9N

(b) Language description: “the head of blue solider near the red king in the top left corner ”
#001 424 #50¢ { zl £ (a]

« B

Identified target words D
XXXX by our ATCTrack Ground Truth MemvLT

UVLTrack D“cr'"k
(ours)

Figure 4. Qualitative comparison results of our tracker with other
two VLTs (i.e., MemVLT and UVLTrack ) on four challenging
cases. Better viewed in color with zoom-in.

u | Setting | TNL2K | LaSOT

‘ Textualrc  Visualrc ‘ AUC P ‘ AUC P
1 65.5 70.6 | 725 79.8
2 v 665 720 | 73.6 81.3
3 v 66.7 723 | 73.7 81.7
4 v v 67.5 73.6 | 747 823

Table 2. Ablation study on important model components.

ATCTrack exhibits greater robustness [11] and effective-
ness. More cases can be found in Appendix G.

4.3. Ablation Study

To investigate the properties of the various modules in
ATCTrack, we conduct comprehensive ablation studies on
ATCTrack-B using TNL2K [76] and LaSOT [19]. For the
implementation details of each setting, see Appendix E.
Study on important model components. The core con-
tribution of our work is the introduction of a novel multi-
modal target-context modeling mechanism. In Tab. 2 (#1),
we show results using only the initial prompts and the dy-
namic template to guide tracker. Tab. 2 (#2) and (#3) present
results using our textual and visual target-context guidance
modules, respectively. Comparatively, Our method shows
superior performance with 1.0% and 1.2% AUC gains on
TNL2K, respectively, demonstrating the effectiveness of
our approach. Additionally, Tab. 2 (#4) indicates that com-
bining these two modules provides complementary benefits,
further enhancing tracking performance.

Study on textual target-context modeling. Similar to
most VLTs [85, 94, 98], Tab. 3 (#1) (identical to Tab. 2 (#1))
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# | Seting | TNL2K | LaSOT

‘ AUC P ‘ AUC P
1 | naive method 655 70.6 | 72.5 79.8
2 | + target words awareness 659 717 | 729 804
3 | + context words calibration | 66.5 72.0 | 73.6 81.3
4 | - dual-type textual guidance | 66.2 71.8 | 73.2  80.3

Table 3. Ablation study on textual target-context modeling.

treats the text features as a whole, indiscriminately fusing
them with visual features. Tab. 3 (#2) and (#3) successively
incorporate the target words awareness and context words
calibration mechanisms to model and leverage the textual
target-context cues aligned with the target state. The pro-
gressive improvement in performance demonstrates the ef-
fectiveness of our proposed textual guidance approach.

Besides, we utilize both the initial and calibrated tex-
tual feature fr o for tracking guidance. Tab. 3 (#4) presents
the results of using only the calibrated textual feature fr.
Compared to Tab. 3 (#3), the degraded model performance
indicates that dual-type textual features help the tracker
leverage more comprehensive information.

Moreover, we quantitatively evaluate the target words
identification accuracy of our method compared to the ex-
isting vision-text similarity-based method (see Appendix B
for details). As shown in Fig. 2 (a), despite using only
a lightweight multilayer perceptron (Eq. (1)), our method
achieves impressive accuracy, distinguishing target words
with an overall accuracy (Accy;) of 98.9 %. This facili-
tates the tracker’s utilization of textual target-context cues.
Furthermore, our experiments reveal that lightweight text
analysis tools, such as Scene Graph Parse [64], demonstrate
poor performance in target word recognition, achieving an
accuracy (AcCarger) Of only 21.0%.

Study on visual target-context modeling. Tab. 4 (#1)
shows the results when only sparse initial and dynamic
template patches are employed. To model and leverage
denser dynamic target-context features, we propose our vi-
sual target-context guidance module. Tab. 4 (#3, #4, #5)
explores different implementation approaches. Tab. 4 (#3)
adopts Rol processing [73], a classic local image feature
modeling method, which replaces h! ® f% in Eq. (6) with
the local region in f% determined by the predicted bbox
(x1.5). Similarly, Tab. 4 (#4) replaces h' with the local
mask of predicted bbox (x1.5). Compared to Tab. 4 (#2),
these two methods achieve slight improvements on TNL2K
but suffer significant performance drops on LaSOT. In con-
trast, our method (i.e., Tab. 4 (#5)) achieves superior results,
demonstrating the necessity of representing target-context
information from a global perspective.

Further ablation studies. Several components in our
model, such as the HiViT backbone [69, 90] and dynamic
template [82], are well-established designs for improving

# | Setting | TNL2K | LaSOT

‘ AUC P ‘ AUC P
1 | naive method 65.5 706 | 725 79.8
2 | wRol 65.6 71.1 | 71.1 774
3 | wsearch + crop mask 659 714 | 719 787
4 | wsearch + global mask | 66.7 723 | 73.7 81.7

Table 4. Ablation study on visual target-context modeling.

# | Setting \ TNL2K | LaSOT

[ AUC P [ AUC P
1 | ATCTrack-B 67.5 73.6 74.7 823
2 | w/o HiViT backbone 658 1.7) 71.3(23)| 729 1.8) 80.7(] 1.6)
3 | w/o dynamic template 67.2(103) 73.0(10.6) | 732(1 1.5) 80.8(]1.5)
4 | w/o Textualrc &Visualrc | 65.5(12.0) 70.6(}3.0) | 72.5(}2.2) 79.8(12.5)
5 | w/o target words label 67.0(1 0.5 729 0.7) | 735 1.2) 80.6( 1.7)

Table 5. Ablation study on the contribution of different modules.

tracking performance. Therefore, it is necessary to assess
their impact relative to our core contribution, i.e., the multi-
modal target-context guidance modules. As shown in Tab. 5
(#2, #3), replacing HiViT with ViT [86] or removing the
dynamic template leads to performance degradation, which
aligns with existing findings[80, 82]. However, Tab. 5 (#4)
reveals that removing our multimodal target-context guid-
ance module results in more significant performance drops,
indicating that ATCTrack’s superior performance primarily
stems from our proposed method.

Furthermore, ATCTrack employs unique target word su-
pervision labels, which constitute a significant contribution
of our method. To ensure fairness, Tab. 5 (#5) presents the
results without this label. Although the performance of the
model decreases, it still surpasses the SOTA trackers repre-
sented by MemVLT [25] and SUTrack-B224 [14].

5. Conclusion

In pursuit of robust vision-language tracking, especially in
complex long-term scenarios that reflect real-world condi-
tions as exemplified by MGIT, we propose a novel tracker
named ATCTrack. Through comprehensive target-context
modeling, we obtain multimodal cues aligned with dynamic
target states, offering an innovative solution to the obsta-
cle where initial static cues fail to provide sustained guid-
ance. For the textual modality, we introduce a precise tar-
get words awareness method to ensure sufficient attention to
target words, and design an innovative context words cali-
bration mechanism to mitigate potential misleading effects.
For the visual modality, we efficiently characterize tem-
poral target-context features to provide timely visual cues
for tracking. Through these combined efforts, our model
achieves outstanding performance, significantly surpassing
existing methods across four mainstream benchmarks.
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ATCTrack: Aligning Target-Context Cues with Dynamic Target States
for Robust Vision-Language Tracking

Supplementary Material

A. Target Words Annotation Pipeline

Given the inherently flexible and diverse nature of tex-
tual descriptions, it is challenging for trackers to accurately
identify target words and context words. In our work, we
approach the identification of target words as a multi-label
binary classification task, enhancing the model’s ability to
recognize target words through supervised learning. How-
ever, existing benchmarks [20, 33, 61, 76] provide only tex-
tual descriptions without labeled information on the types of
target words (i.e., target words or context words). For such
a natural language processing task, we leverage the pow-
erful text understanding capabilities of the large language
models [37, 70] to construct an automated target words an-
notation pipeline. Specifically, we employ the widely-used
multimodal large language model, GPT-40 [37], and have
devised a specific core prompt to guide GPT-40 in recog-
nizing target words (as shown in Fig. Al).

Leveraging our automated annotation pipeline, we com-
plete the labeling of target words in textual data from the
MGIT [33], TNL2K [76], LaSOT [19], RefCOCOg [57],
OTB99-Lang [49] and Vasttrack [61] datasets. We conduct
a random sampling of the labeled results, inspect 50 sen-
tences, and find that the annotations are entirely accurate.
This ensures the reliability of our supervised models in clas-
sifying target words. In the future, we will open source both
the target words label information and our code.

B. Evaluation of Target Words Identification

In this section, we discuss the specific implementation
methods for the target words classification accuracy results
shown in Fig. 2 (a). Recent studies, such as QueryNLT
[65], TTCTrack [58] and OSDT [89], have utilized vision-
text similarity metrics to identify target words. Although
this is one of their main contributions, they have not pro-
vided quantitative evaluation results. For this, we conduct a
quantitative analysis based on the target words label infor-
mation obtained from Sec. A.

B.1. Similarity-Based Target Words Identification

Considering that QueryNLT [65], TTCTrack [58] and
OSDT [89] have not open-sourced their code, we employ
JointNLT [98], a representative vision-language tracker, as
a proxy model for evaluation. The core insight of JointNLT
is the use of a one-stream network to jointly model the fea-
ture extraction and interaction of text, template images, and
search images. The extensive feature interaction among

these elements can, to some extent, represent the feature in-
teraction operations conducted in the aforementioned works
for measuring vision-text similarity.

Specifically, at time step ¢(¢ > 0), after the feature en-
coding by the JointNLT’s backbone network, we obtain the
visual features ff{, € R190*512 and the textual features
ft € REX512. Here, the length of the visual tokens is
fixed at 400, while the length of the textual tokens, L, is
determined by the number of words in the sentence. The
similarity between them is obtained through the following
operations:

atth, = (fi)* - fi, (A1)

where att!, € RL*400 represents the similarity between
each visual and textual token. By averaging along the di-
mension of the search tokens, we can determine the atten-
tion each textual token receives at the current time step t,
denoted as att] € R-.

By concatenating att! at each time step in a video se-
quence along the time dimension, we can obtain a heatmap
of textual feature information for this sequence, denoted as
Att; € REXT where T represents the number of frames in
the video sequence.

For a more intuitive understanding, we conduct a visu-
alization analysis using two video sequences as examples.
The related results are depicted in Fig. A2, which serves
as a supplement to Fig. 2 (b) and (c) in the main text. As
shown in Fig. A2 (a), the target being tracked in this se-
quence is “plane”. In the corresponding Att; heatmap, the
target word “plane” receives significant attention, indicating
that the tracker correctly understands the intent embedded
in the text prompt, and this text cue aids in the tracking pro-
cess. For the example in Fig. A2 (b), the intended tracking
target is “yellow people”, but the tracker primarily focuses
on the word “the light”. This indicates that the tracker did
not correctly focus on the target words, which could mislead
the tracking process.

B.2. Evaluation of Target Words Identification Ac-
curacy

In addition to qualitatively demonstrating the tracker’s abil-
ity to distinguish each word in the text as described above,
we also need to conduct a quantitative evaluation. First,
to analyze the tracker’s attention to each word throughout
the entire video sequence, we average Att; along the time
dimension, resulting in Res; € RE. Each element in Res;
reflects the amount of attention the tracker gives to the word
at the corresponding position.
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You are an expert in linguistic analysis for dynamic visual tracking. Your task is to analyze a text description of a target object in a
video and identify which phrases describe the target’s intrinsic attributes (stable properties that remain consistent with the
object’s physical essence) vs. contextual attributes (dynamic properties that may change with scene evolution). Finally, output the
phrases of the target’s intrinsic attributes in a structured format.

Rules:

1. Target‘s intrinsic attributes must satisfy:

- Directly describe the target’s inherent physical properties (e.g., category, color, material, shape, brand)
- Remain valid even if the target changes pose, location, or interacts with other objects

» u

- Examples: “red”, “car”, “striped”, “round glasses”

2. Contextual attributes must be:
- Related to the target’s temporary state or environment (e.g., position, motion, relative relationships)
- Likely to become invalid due to scene dynamics

- Examples: “on the left”, “jumping”, “next to a chair”

Examples:
1. Input: “a white van parked beside a traffic light”

”, u ” o« ", ou

Output: [{“phrase”: “white”, “reason”: “color is a stable property”},

{“phrase”: “van”, “reason”: “object category”}]

2. Input: “the running black cat with a collar”

Output: [{“phrase”: “black”, “reason”: “color attribute”},

{“phrase”: “cat”, “reason”: “object category”},
" oa wou

”, u

{“phrase”: “collar”, “reason”: “physical accessory”}]

3. Input: “the second man from left to right direction”

non non non

Output: [{"phrase": "man", "reason":

object category"}] @
Question: The input is {xx}, what should the corresponding output be ?

Figure Al. Prompt used to guide GPT-40 in identifying target words information. This prompt primarily consists of two parts: task
requirement descriptions and example guidance. Replace {xx} with the sentence to be identified to achieve output results similar to the
example format.

Att; (advSamp_Plane_video_7-Done )

o Att; (advSamp_Cartoon_YellowPeople_video_Z01-Done)

(b)

time step
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time step
o
o
8
0 l
o o o o o e
o> © = > © o

> % 4
b a e G hy %t S % % %

Figure A2. Visualization results of Att; across two video sequences. (a) In the sequence "advSamp_Plane_video_7-Done’, the tar-
get “plane” receives significant attention during the tracking process, which aligns with our intended effect. (b) In the sequence
"advSamp_Cartoon_YellowPeople_video_Z01-Done’, the target “yellow people” is intended to be tracked, but the tracker primarily fo-
cuses on the text “the light”. This indicates that the tracker did not correctly focus on the target words, which could mislead the tracking
process.

Based on this information, we can map to obtain the label information obtained from Sec. A, we can determine
tracker’s final prediction results for target words classifica- the number of target words & in the sentence. Then, we
tion, p € {0,1}. Specifically, based on the target words calculate the top k elements and their indices in Res;. Sub-



sequently, we set the elements at these indices in p to 1,
while all other elements are set to 0.

Additionally, utilizing the target words label informa-
tion provided in Sec. A, we can obtain a ground truth label
g € {0,1}L. In this label, 0 indicates that the word to-
ken at that position is a context word, and 1 indicates it is
a target word. We then establish two accuracy assessment
metrics, namely, Acc,; and AcCiger, by performing differ-
ent calculations on p and g to evaluate the tracker’s accuracy
in classifying target words. Here, Accy represents the over-
all classification accuracy of the model for both target and
context words; while Accger focuses on the classification
accuracy specifically for target words.

Zf:l 1(pi = gi)

Accy = 7 ;

(A2)

Zf\; 1pi=1Ag;=1)
S 1(gi=1)

Here, 1(+) is an indicator function that returns 1 if the con-
dition within the parentheses is satisfied.

ACCtargel = (A3)

Similarly, for our proposed ATCTrack and its predictions
about target words p;; (see Eq. (1)), we can use the same
method to map it to p, and then use the above formula for
accuracy measurement. The corresponding accuracy results
are displayed in Fig. 2 (a). It is evident that our method sig-
nificantly outperforms methods based on vision-text simi-
larity in both metrics.

B.3. Analysis of Evaluation Results

Fig. 2 (a) shows the target words identification accuracy of
our method compared to the existing vision-text similarity-
based method [58, 65, 89]. As can be seen, our method
achieves an impressive 96.7% in the Acciyge metric, sig-
nificantly surpassing the latter’s 29.9%. This precise tar-
get word awareness lays a solid foundation for subsequent
text cue adjustment and utilization. This demonstrates that
our lightweight multilayer perceptron (Eq. (1)) effectively
transfers the LLMs’ target word distinguishing capability
into the tracker. Although existing LLMs have good target
word sensing capabilities, integrating LLMs directly into
the tracker incurs substantial computational costs, which is
detrimental to practical applications. Additionally, there are
lightweight text component analysis tools in the field of nat-
ural language processing, such as the widely used Scene
Graph Parser [64]. We evaluated the Scene Graph Parser’s
accuracy in identifying target words in sentences and found
it to be only 21.0%. This indicates that these tools are not
yet capable of meeting our target word identification needs
in a plug-and-play manner.

C. More Details on the ATCTrack

Due to space constraints, we focus primarily on the main
contributions of our paper in the Sec. 3, specifically the tex-
tual target-context guidance module (see Sec. 3.2) and the
visual target-context guidance module (see Sec. 3.3). For
other components of our tracker, such as the prediction head
and memory storage module, we provide a brief introduc-
tion using current mainstream methods, supplemented by
relevant references. In this section, we offer an additional
explanation of these components.

C.1. Prediction Head

The prediction head is used to predict the final bbox b’.
We employ a CNN-based tracking head [80, 86], which is
widely adopted in tracker design. Firstly, for the search
feature ff, € RN=*P that integrates both textual and vi-
sual cues, we transform it into a 2D spatial feature map.
Subsequently, after passing through L stacked Conv-BN-
ReLU layers, we obtain a classification score map P &
[0, 1] HsxWs the size of the bbox B € [0, 1]2XHsxWs,
and the offset size O € [0,1)2*H:xWs_ Then, the position
with the highest classification score is considered to be the
target position, i.e., (24, yq) = argmax, ) Pyy. The final
target bbox is obtained as:

x=zq4+ O0(0,24,ya), (A4)
Y =ya+ O(1,24,ya), (AS)
w = 5(0,7a,Ya), (A6)
h =501, 24,yaq)- (A7)

C.2. Memory Storage Module

As introduced in Sec. 3.4, we employ the sliding windows
method [7, 80] to update memory units, a method widely
used in recent vision trackers focused on temporal model-
ing. The visual memory feature M in MSM consists of a list
of L,,, memory units m, denoted as M = {ml}f‘:m1 Below,
we will illustrate how the sliding windows memory storage
method is implemented.

For a video sequence with T" frames (0 < t < T —1), the
memory units in M need to be initialized when processing
the first frame (i.e., ¢ = 0). Specifically, after encoding the
visual input information via a vision encoder, we obtain the
feature f[oc] encoded from the [CLS] token. Considering
that the [CLS] token can represent global visual features
[17], we use f[OC] to initialize the L,,, memory units. During
the time interval ¢ € [1,T — 1], after tracking each search
frame, we obtain the updated memory unit m?. We pop the
memory unit with index 0 from M and append m! to the
end of M.



Model | Params Speed AUC P
JointNLT [98] | 153M  31FPS 569 58.1
MMTrack [94] | 177M  37FPS 586 594
MemVLT [25] | 175M 32FPS 633 67.4

ATCTrack-B | 160M  35FPS 675 73.6
ATCTrack-L | 340M 30FPS 68.6 75.0

Table Al. Results of efficiency analysis.

D. More Details on Model Implementation

Due to space constraints, only core model implementation
details are provided in Sec. 4.1. Here, we supplement
some additional details. First, regarding the model struc-
ture, when performing context words calibration, we use
two stacked modules consisting of Eq. (3) and Eq. (4).
When executing visual memory representation, we use two
stacked modules consisting of Equations Eq. (6) and Eq.
(7). It is important to note that we only use the FFN in
the visual memory representation part. Considering that
the computational cost of FFN in Transformer modules
is higher than that of Attention [71], our module design
helps reduce the overall parameters and computation of the
model.

Additionally, for model training, we use the AdamW op-
timizer [53] to optimize our model. The text encoder re-
mains frozen, the learning rate is set to 10~° for the vision
encoder, 10~ for the remaining unfrozen modules, and the
weight decay is set to 10™% . We train for a total of 150
epochs and reduce the learning rate by a factor of 10 af-
ter 120 epochs. Finally, during the model inference stage,
dynamic template updating follows the implementation of
STARK [82]. We set the update interval to 25 and the up-
date confidence threshold to 0.8.

E. Experimental Details of Ablation Studies

In Sec. 4.3, we conduct detailed ablation analyses to inves-
tigate the properties of the various modules in ATCTrack.
Due to space limitations, we do not fully elaborate on the
specific implementation of the ablation experiments. In this
section, we provide additional details.

E.1. Ablation Study on important model compo-
nents

Tab. 2 presents the ablation study results of two core com-
ponents in our approach: the textual and the visual target-
context guidance modules. The specific implementations
are as follows:

Tab. 2 (#1) demonstrates the baseline results without
our textual and visual object-context guidance modules. In
this setup, textual features are processed as a whole en-
tity, an approach widely adopted by recent trackers such as

SNLT [74] and MMTrack [94]. Specifically, we employ a
transformer-based decoder to facilitate interaction between
textual features f7, and search features f%:

fh=Transpe(f%, fr) (A8)

where Transp.. represents the standard transformer de-
coder layer [71], primarily consisting of attention opera-
tions and feed-forward networks. f} denotes the search fea-
tures embedded with textual cues, which are subsequently
fed into the prediction head to obtain final tracking results.
To ensure fair comparison, we configure the transformer de-
coder with four layers, matching the parameter count with
the visual and textual object-context guidance module.

Tab. 2 (#2) shows the results using only the textual
object-context guidance module. In this implementation,
we omit the visual memory guidance process and directly
feed the output features f% ; from the textual target-context
guidance module into the prediction head to obtain final re-
sults.

Tab. 2 (#3) presents the results using only our visual
object-context guidance module. In this implementation,
we employ a transformer-based decoder to guide the search
features with textual information, which is formulated as:

fé(L = Tra'nSDec(fE(afL)a (A9)

For fair comparison, we implement a two-layer decoder ar-
chitecture.

Tab. 2 (#4) demonstrates the results of our complete
ATCtrack model.

E.2. Ablation Study on Textual Target-Context
Modeling

Tab. 3 shows different ways of utilizing textual cues, with
the specific implementations for each setting as follows:

Naive method. This setting is consistent with that of Tab.
2 (#1).

+ Target words awareness. This refers to the incorpora-
tion of target words awareness method based on the “naive
method” setting. Specifically, we concatenate the f; with
fr to obtain context features frc for subsequent textual
guidance.

+ Context words calibration. This refers to the incorpo-
ration of context words calibration operations based on the
“+ target words awareness” setting. This is the approach
adopted by our ATCTrack.

- Dual-type textual guidance. This approach utilizes only
the calibrated single-type text features fr, for textual guid-
ance, where froc = frr.
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Method MGIT (Action) TNL2K LaSOT LaSOT..;
AUC  Pnom P AUC  Pnom P AUC  Pnom P AUC  Pnom P
Basic Variants
Wang [75] - - - - - - 27.7 - 30.4 - - -
Feng [21] - - - 250 340 27.0 | 50.0 - 56.0 - - -
Feng [22] - - - 250 330 27.0| 350 - 35.0 - - -
GTI [85] - - - - - - 47.8 - 47.6 - - -
TNL2K-II [76] - - - 42,0 50.0 42.0 | 51.3 - 55.4 - - -
SNLT [23] 3.6 226 04 - - - 540 636 574 - - -
VLT [30] 46.8 602 31.8 | 547 71.8 553 | 673 802 715 | 484 599 543
TransVLT [91] - - - 56.0 61.7 - 66.4 - 70.8 - - -
JointNLT [98] 61.0 786 445 | 569 736 58.1 | 604 694 63.6 - - -
TransNLT [74] - - - 570 750 57.0 | 60.0 - 63.0 - - -
DecoupleTNL [54] - - - 56.7 - 56.0 | 71.2 - 75.3 - - -
All-in-One [87] - - - 55.3 - 572 | 71.7 824 785 | 545 635 -
MMTrack [94] - - - 586 752 594 | 700 823 757 | 494 599 553
QueryNLT [65] - - - 569 736 58.1 | 599 69.6 635 - - -
TTCTrack [58] - - - 58.1 - - 67.6 - - 48.8 - -
OSDT [89] - - - 593 762 615 | 643 734 68.6 - - -
OneTracker [32] - - - 58.0 - 59.1 | 705 799 176.5 - - -
UVLTrack-B [56] - - - 62.7 - 654 | 69.4 - 749 | 49.2 - 55.8
CTVLT [24] 69.2 - 629 | 62.2 - 795 | 72.3 - 79.7 - - -
ChatTracker-B [67] - - - 59.6 763 62.1 | 71.7 809 775 - - -
MemVLT [25] 694 813 63.7| 633 809 674 | 729 857 805 | 52.1 633 59.8
SUTrack-B224 [14] - - - 65.0 - 679 | 73.2 834 805 | 53.1 642 60.5
SUTrack-B384 [14] - - - 65.6 - 693 | 744 839 819 | 529 63.6 60.1
ATCTrack-B ‘ 737 845 70.1 | 67.5 853 73.6 | 746 87.0 82.1 | 546 657 628
Performance-oriented Variants
ChatTracker-L [67] - - - 654 765 70.2 | 74.1 83.8 81.2 - - -
UVLTrack-L [56] - - - 64.8 - 68.8 | 71.3 - 78.3 | 51.2 - 59.0
SUTrack-1.224 [14] - - - 66.7 - 70.3 | 73.5 833 809 | 540 653 61.7
SUTrack-1.384 [14] - - - 67.9 - 72.1 | 752 849 832 | 536 642 60.5
ATCTrack-L ‘ 740 865 76.1 | 68.6 858 750 | 747 87.1 823 ‘ 554 66.8 64.0

Table A2. Comparison with state-of-the-art vison-language trackers on four popular benchmarks: MGIT [33], TNL2K [76], LaSOT [19],
and LaSOT..; [20]. The best two results are highlighted in red and blue, respectively.

E.3. Ablation Study on Visual Target-Context Mod-
eling

Tab. 4 shows different ways of utilizing visual cues, with
the specific implementations for each setting as follows:

Naive method. This setting is consistent with that of Tab.
2 (#1).

+ ROI. This represents the augmentation of the “naive
method” by incorporating explicit visual memory features
for tracking assistance. Specifically, we employ the Region
of Interest (Rol) approach [62], which is widely adopted in
recent Visual-Language Trackers (VLTs) such as JointNLT

[98] and TrDiMP [73]. We apply Rol processing to the
search features f% using the predicted bounding box scaled
by 1.5 to obtain localized search features f%, € R36*D.
Subsequently, the visual memory representation process is
implemented through the following computations:

fieymr = Norm(fiepn + @calfiom, f)),  (A10)

f{C]M” = Norm(f[C]M/ +FFN(f[C]M/)) (All)

+ Search + crop mask. This setting involves using a lo-
cal mask to construct the object-context indication map.
Specifically, for the global object-context indication map
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Figure A3. Qualitative comparison results of our tracker with other two state-of-the-art vision-language trackers (i.e., MemVLT and
UVLTrack) on four challenging cases. For each video case, we select representative frames to illustrate the predicted bounding boxes of
each model and plot the curves of the IOU predictions across the entire video. Better viewed in color with zoom-in.

ht, we retain only the values within the area correspond-
ing to 1.5 times the predicted bbox, while setting the values B P
in all other areas to zero, resulting in h!. Then, the visual fieypr = Norm(fiopu + ®calfiop, hi © fx)), (A12)
memory representaFion process is implemented through the fiepar = Norm(fioye + FEN (fiepu)). (A13)
following computations:
+ Search + global mask. This setting involves using a
global mask to construct the object-context indication map,



TNL2K LaSOT LaSOT.:

Method AUC Pnom P | AUC Prom P | AUC Prom P
Basic Variants
SiamFC [5] - - - 295 450 286 | 33.6 420 339
SiamRPN++ [43] - - - | 413 482 412 | 496 569 49.1
SiamBAN [15] - - - | 410 485 417 | 514 598 521
TransT [12] - - - 649 738 69.0 - - -
Stark [82] - - - 67.1 770 - - - -
KeepTrack [59] - - - 67.1 772 702 - - -
Mixformer [16] - - - 69.2 787 747 - - -
TransInMo [31] 520 585 527 | 657 760 70.7 - - -
OSTrack-256 [86] 54.3 - - 69.1 787 752 | 474 573 533
OSTrack-384 [86] 55.9 - - 711 81.1 776 | 505 613 576
AiATrack [28] - - - 69.0 794 738 | 477 556 554
SimTrack [10] - - - 69.3 785 - - - -
GRM [29] - - - 699 793 75.8 - - -
SeqTrack-B256 [13] 54.9 - - 699 797 763 | 495 60.8 563
SeqTrack-B384 [13] 56.4 - - | 715 811 778 | 505 61.6 575
ARTrack-256 [77] 57.5 - - 704 795 766 | 464 565 523
ARTrack-384 [77] 59.8 - - | 726 817 79.1 | 519 620 585
OSTrack-Zoom [39] 56.5 - 573 | 70.2 - 76.2 | 50.5 - 57.4
DropTrack [78] 56.9 - 579 | 71.8 81.8 78.1 | 527 639 602
ROMTrack-256 [8] - - - 693 788 75.6 | 489 593 550
ROMTrack-384 [8] - - - 714 814 782 | 513 624 586
F-BDMTrack-256 [84] | 56.4 - 56.5 | 69.9 794 758 | 479 579 540
F-BDMTrack-384 [84] | 57.8 - 594 | 720 815 777 | 508 613 57.8
EVPTrack-224 [66] 57.5 - 588 | 704 809 772 | 487 595 55.1
EVPTrack-384 [66] 59.1 - 62.0 | 727 829 803 | 537 655 619
ODTrack-B [95] 60.9 - - 732 832 80.6 | 524 639 60.1
AQATrack-256 [80] 57.8 - 594 | 714 819 786 | 512 622 589
AQATrack-384 [80] 59.3 - 623 | 727 829 802 | 527 642 60.8
ARTrackV2-256 [3] - - - | 716 802 772 | 508 619 577
ARTrackV2-384 [3] - - - | 73.0 820 796 | 529 634 59.1
HIPTrack [6] - - - | 727 829 795 | 530 643 606
OneTracker [32] 58.0 - 59.1 | 70.5 799 765 - - -
LoRAT-B224 [50] 58.8 - 613 | 71.7 809 773 | 503 616 57.1
LoRAT-B378 [50] 59.9 - 637 | 729 819 79.1 | 53.1 648 60.6
SUTrack-B224 [14] 65.0 - 679 | 732 834 805 | 53.1 642 60.5
SUTrack-B384 [14] 65.6 - 693 | 744 839 819 | 529 636 60.1
ATCTrack-B | 67.5 853 736 | 746 87.0 821 | 546 657 628
Performance-oriented Variants
ODTrack-L [95] 61.7 - - | 740 842 823 539 654 617
LoRAT-L224 [50] 61.1 - 65.1 | 742 836 809 | 528 647 60.0
LoRAT-L378 [50] 62.3 - 67.0 | 75.1 84.1 820 | 56.6 69.0 65.1
SUTrack-L224 [14] 66.7 - 703 | 735 833 809 | 540 653 61.7
SUTrack-L384 [14] 67.9 - 721 | 752 849 832 | 536 642 60.5
ACTrack-L | 68.6 858 75.0 | 747 87.1 823 | 554 66.8 64.0

Table A3. Comparison with state-of-the-art vision-only trackers on three popular benchmarks: TNL2K [76], LaSOT [19], and LaSOTc¢
[20]. The best two results are highlighted in red and blue, respectively.



which is used to obtain explicit visual memory features.
This is the approach adopted by our ATCTrack.

E.4. Ablation Study on the Contribution of different
modules

w/o HiViT backbone. This setting refers to replacing the
HiViT backbone [69, 90] with the ViT backbone typically
used in conventional trackers [16, 86].

w/o dynamic template. This setting refers to using only
the original static template for visual input, without the
sparse dynamic template [82].

w/o Textualrc & Visualpc. This setting is the same as
setting in Tab. 2 (#1), meaning that the visual and textual
target-context guidance mechanism we designed is not uti-
lized.

w/o target words label.  This setting, with the model struc-
ture unchanged, refers to not using target words supervision
signals, thus excluding Ly, loss.

F. Additional Experimental Results

F.1. Efficiency Analysis

In Tab. Al, we compare ATCTrack with the latest VLTs
(i.e., JointNLT [98], MMTrack [94], and MemVLT [25]) in
terms of efficiency (Params and Speed) and performance
(AUC and P on TNL2K). For ATCTrack-B, the param-
eters and tracking speed are comparable to recent track-
ers, but it shows significant performance advantages, such
as a 4.2% improvement in AUC compared to MemVLT.
For ATCTrack-L, the parameter scale is considerably larger
than ATCTrack-B, which leads to a further performance im-
provement.

F.2. Comparison with More Trackers

In Tab. 1 of Sec. 4.2, due to space constraints, we compare
ATCTrack with several recent high-performance vision-
language trackers. As a supplement, Tab. A2 presents the
performance of a broader range of vision-language track-
ers. Additionally, in line with the prevailing paradigm of
vision-language tracking models [25, 94, 98], Tab. A3 pro-
vides additional comparisons with vision-only trackers. The
strong performance of our model among these trackers fur-
ther demonstrates the effectiveness of our approach.

G. More Qualitative Results

Due to space limitations, Fig. 4 only presents four cases
for the qualitative comparison between our model and the
latest SOTA models. In this section, we provide additional
qualitative comparison results, as illustrated in Fig. A3.
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